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EXECUTIVE SUMMARY

This deliverable, as part of WP4 which is responsible for the implementation of the AEGIS platform, consists of the third and pre-final version of the software package of the AEGIS core platform and its APIs with corresponding supporting documentation on the deployment of each component and usage of the APIs.

This accompanying document describes the current status of implementation of the different AEGIS components of this third prototype release.
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1. INTRODUCTION

The present deliverable is released within the context of Workpackage 4 “AEGIS Infrastructure Implementation and Rollout” and is in particular associated with Task 4.4 “Continuous Integration and Testing Activities”. Within this task, the third release of the AEGIS platform has been developed.

1.1. Insights from other tasks and deliverables

This deliverable is strictly related to the work done in WP3, more precisely to the work reported in D3.4, regarding two main features: from the one hand, the detailed information of the AEGIS components, comprising an overview of its functionalities and positioning in the overall architecture, the technologies used for its implementation and the API (when available) that it exposes in order for other components to interact with. On the other hand, the BPMN diagrams that correspond to the main tasks a user will perform through the AEGIS, as seen from the user perspective, but also outlining component interactions, which provided the basis for the development of the AEGIS prototype. Another important source is the work done in WP2, as reported in D2.1/D2.2, especially the information about the features that must be offered through certain components, clarifying how important parts of the data value chain should be supported in practice, e.g. data policies, data harmonisation, metadata handling, knowledge extraction, and visualisation. Finally, the user perspective when utilising AEGIS, depicted by the usage scenarios reported in D1.2, has also driven the design and development of the AEGIS platform functionalities.

1.2. Structure

Section 2 of this document reports, for each foreseen platform component, the status within the prototype or - in case it is not yet integrated in the prototype- the component concept and application screenshots.

Section 3 concludes the deliverable and illustrates the next steps in the work package.
2. AEGIS PLATFORM

In this chapter, we provide the references to the AEGIS project software source code as well as the related documentation about the component deployment and API usage.

Next, for each platform components, its status within the integrated prototype is described, in terms of its functionalities and how it works. If not yet integrated in the prototype, the component concept is reported, together with a set of mockup/application pictures.

![AEGIS platform architecture](image)

**Figure 1: AEGIS platform architecture**

2.1. URL

The AEGIS integrated prototype is available at the following URL:

http://bbc6.sics.se:8080/hopsworks#!/login

Some services are not yet integrated into the prototype, but deployed separately. The appropriate URLs are indicated within the respective chapters.

---

1 User: test@aegisbigdata.com; Password: Test01
The software core packages are available in AEGIS code repository at Github.com, at the following link:

https://github.com/aegisbigdata

The documentation related to the deployment of each component and usage of the APIs is provided on the project Github wiki, at the following link:

https://github.com/aegisbigdata/documentation/wiki

2.2. Data Harvester and Annotator

The following sections describe the status and implementation details of the Data Harvester and Data Annotator components in the third release of the prototype.

**Data Harvester Microservices**

The Data Harvester constitutes a microservice architecture, consisting out of the following four basic services:

- **Importer** - implements all functionality for retrieving data from a specific data source
- **Transformer** - converts the retrieved data from an importer into the target format of the AEGIS platform
- **Aggregator** - collects converted data from a transformer over a configurable time interval
- **Exporter** - uploads transformed and/or aggregated data to the AEGIS platform

These services represent the fundamental harvesting pipeline. For the third release of the AEGIS platform the following instances of the services have been implemented and orchestrated:

**Importer**

Two basic importers have been implemented. The first one enables the import of data from RESTful JSON-APIs and the second one allows the provision of CSV data.

**Transformer**

A basic transformer is available, allowing to provide scripts (JavaScript) for creating custom transformations from source to target. In addition, a basic CSV-to-CSV transformer was implemented.

**Aggregator**

One aggregator for accumulating CSV data over a specified time interval was developed.

**Exporter**

One exporter for uploading CSV files to the AEGIS platform was implemented.

To name a concrete example: Weather data may be imported hourly from an external service as JSON, which is then transformed into CSV with values being converted into the metric
system. The results are then aggregated for 24 hours and the final file exported to an analytics platform.

In order for this “chain” of microservices to work as intended, each service needs to send the result of its computation to the next service. This is handled by an overarching concept, called a pipe. The order and type of services participating in handling a certain use case is initially defined for later utilisation by the pipe implementation. The framework then builds the suitable requests and provides applicable configurations. This makes each service agnostic of its surroundings, aiding in the generic design discussed earlier.

Another advantage of the described architecture is the easy scaling of each component in times of high load. For example, should the transformer pose to be a bottleneck when computing large amounts of data, another instance can simply be spawned. Once registered at the pipe framework, future transformation requests can be sent to the newly launched transformer instance. This ensures maximum availability and throughput even in big data scenarios like AEGIS. In addition, this architecture allows the simple extension of the data harvester by developing new instances for the respective services.

Also, the reuse in different contexts is encouraged by keeping the implementation of each component as generic as possible. Given a suitable script, the transformer could also be used to anonymize sensitive data. Tests have already been conducted on the new software infrastructure, showing promising results.

**Data Harvester Technology**

In order to reuse as much as code as possible, the microservices introduced in the previous section have also been written in the Java programming language. However, this does not mean that future services must also be written using the same language, as each service is designed to be an independent piece of software. To aid with the creation of each service the framework Eclipse Vert.x\(^2\) has been chosen. Apart from propagating an asynchronous programming paradigm ensuring a high availability and throughput, Eclipse Vert.x also provides a lot of built-in support for managing microservices. Concepts that come to use are circuit breakers, health checks, and performance metrics.

The final services are deployed via containerization, in which each service is isolated from its host and other service’s operating systems. The services are thereby packaged separately as images. The technology used for building these images is called Docker\(^3\). Aside from enhancing security this method also ensures platform independency, which means that these images (and consequently the services in question) will run on any infrastructure providing a Docker runtime. The concept of containerization also greatly helps with the dynamic launching of service instances mentioned previously.

\(^2\) [https://vertx.io/](https://vertx.io/)

\(^3\) [https://www.docker.com/](https://www.docker.com/)
To handle the frictionless interaction between various microservices their APIs have been defined using the OpenAPI 3 specification, which allows the precise definition of RESTful interfaces in a commonly understood format. The previously mentioned Eclipse Vert.x framework supports loading an OpenAPI document and exposing the endpoints defined, including request validation.

**Data Harvester Frontend**

The new approach for implementing the Data Harvester requires a specialised frontend, which allows the orchestration, configuration and execution of a specific harvesting process (pipe). The first basic version of this frontend was developed for the third release of the AEGIS platform. Figure 2 shows the main page of the application.

![Figure 2: Mainpage of the Harvester Frontend](image)

**Data Annotator**

The Data Annotator (Metadata) was integrated into the AEGIS platform core frontend, by extending the AngularJS frontend. It allows the simple provision of detailed and semantic valuable metadata for projects, data sets and files in the AEGIS platform. Figure 3 shows the access to the Data Annotator in the context menu of an asset in the AEGIS platform. Figure 4 and Figure 5 show the actual annotation interfaces.

---

Figure 3: Sub Menu for a Data File

Figure 4: Data Annotator for CSV Files
In the following releases the Data Annotator will be extended to support more detailed metadata.

2.3. Cleansing Tool

Within the context of the AEGIS platform, the data cleansing tasks, as it have been documented also in the deliverables of WP3, are implemented following a two-fold approach: (a) an offline cleansing tool, residing where the data are located, that is offering a variety of cleansing processes and functionalities covering all the crucial and required data cleansing aspects with regard to data validation, data cleansing and data completion that can applied to any datasets prior to importing them in the AEGIS platform and (b) an online cleansing tool suitable for data cleansing and manipulation tasks that are executed during the data query creation process, capable of addressing certain simple cleansing tasks that are time computationally intense leveraging the computational power of the AEGIS platform.

With regard to the online cleansing tool, the described functionalities are the offered functionalities that are incorporated inside the Query Builder component and will be described in the corresponding section (See 2.8).

The AEGIS offline cleansing tool is designed and implemented with the aim of facilitating the users to the accomplish the required cleansings tasks. For this reason, the tool is easily customisable and adaptable to the user’s needs taking into consideration the variety of the heterogeneous sources that will be imported in the AEGIS platform. Following the design that is documented in the deliverables of WP3, the offline cleansing tool is implemented as a
standalone application written in Python and following the microservices architecture using Flask microframework\(^5\) and a set of libraries such as Pandas\(^6\) and NumPy\(^7\).

In the current version of the offline cleansing tool, a list rules for data validation, data cleansing and missing data handling are offered to the user and can be set according the user’s needs and the nature of the data. The list of supported rules was expanded from the previous version in order to accommodate additional cases as per the feedback received from the AEGIS stakeholders. The tool is offering an intuitive user interface where the user is able to review the results of the execution of the cleansing tasks. Several refinements were also introduced in the user interface towards the aim of offering a better user experience to the users.

The offline cleansing tool is also offering a REST-API with the appropriate endpoints facilitating the uploading of the dataset that will be used in the cleansing process and the execution of the cleansing tasks. The REST-API documentation is now available using the Swagger framework. In addition to this, a new user interface with an upload form suitable from the cleansing of CSV files was also introduced. Furthermore, a series of optimisations were introduced in the tool in order to achieve significant performance improvement for the handling of large datasets. Finally, the tool is now available also as a Docker image, facilitating the easy installation on the premises of the user.

In the upcoming versions of the tool, the focus will be on providing several enhancements and updates in terms of cleansing functionalities, rules definition and performance.

The following figures illustrate some indicative examples from the execution of the offline cleansing tool.

**Figure 6: Offline cleansing tool rules editing**

\(^5\) http://flask.pocoo.org/

\(^6\) https://pandas.pydata.org/

\(^7\) http://www.numpy.org/
Figure 7: Offline cleansing tool upload form for CSV files

Figure 8: Offline cleansing tool results overview
2.4. Anonymisation Tool

The anonymisation tool is an extensible, schema-agnostic plugin that allows real-time efficient data anonymisation. The anonymisation tool has been utilized for offline, private usage but offers the ability to output the anonymized data through a secured, web API. The anonymization either syncs with private database servers or imports files from the filesystem and executes anonymisation functions on datasets of various sizes with little or no overhead. The purpose of the anonymisation is to allow the exploitation of the raw data in the system by accounting for privacy concerns and legal limitations.

For the third release, risk assessment for anonymization mappings were introduced and several bugs were fixed.

The first screen of the tool allows you to setup or edit an existing, saved configuration. Each configuration is basically a separate anonymization project to various database back-ends or text files, with different executed anonymization functions. By creating a new configuration the system will prompt the user to connect to the private database backend or select the file to open and select the entities / tables to anonymise.

![NTUA Anonymizer](image)

**Figure 9: Anonymiser configuration screen**

The system then prompts the user to select which fields from the data source to expose to the anonymised set, as well as the anonymisation function to be performed.
The anonymisation system comes with a list of predefined anonymisation functions that can be used directly (e.g. city from an exact address, range of values from an integer), as well as a list of aggregation functions (e.g. average).

The tool can be easily extended with any new, custom anonymisation functions defined by the user in a Python module.
The user is able to execute queries and test the anonymised output through the integrated console of the tool as seen in the following screenshot.

By clicking Preview and Risk analysis the user is able to assess the risk levels of his anonymization mapping as shown in the following interface:
The anonymised (output) data can be exposed through API to external parties in a secure way through the provision of access keys.

**Figure 14: Anonymiser exposed API**

Users can access the anonymised data in JSON format through API provided by the anonymization tool using their private access keys.
Following the implementation and testing of the AEGIS brokerage engine, and the finalisation of deliverable D2.3 which denotes the final version of the Data Brokerage Framework, a revision of the backend infrastructure of the Brokerage engine was necessary to be performed. This was required to match the changes (and simplifications) imposed in the DBF, which dictate to store less information on the distributed ledger, and shift non-critical information to the AEGIS platform, as metadata that accompany each data asset.

Moreover, the introduction of the “public dataset” feature of the AEGIS platform, allowed the concept of the distributed ledger network to be realised in a more natural and logical manner, and the backend system has been set up in a way that new nodes (e.g. AEGIS clusters) can join the network and become part of it, having access and read/write permissions on the ledgers.

The AEGIS Brokerage engine is at the moment being installed in the premises of GFT which will host the main (publicly demonstrable) AEGIS platform, while other nodes will be installed in the premises of other partners to test the infrastructure prior to the final release of the platform.

Apart from the back-end development, the re-design of the AEGIS portal front end brought to the surface the request to develop a simple information page that will list all the transactions that a user has conducted. For this purpose, mock-ups have been designed (Figure 16: List of User’s Recent Transactions) that allow a user to access the latest and the whole list of his transaction, through his profile page.
Furthermore, an “Asset Transaction” specific page will be developed, that will retrieve (Figure 18: Transaction Details) that will retrieve from the Brokerage engine’s API the information that follows a past transaction.
2.6. AEGIS Integrated Services

The AEGIS platform provides data management and processing, user management, and service monitoring through the use of Hopsworks integrated services. Hopsworks introduces the notion of Project, Dataset, and User to enable multi-tenancy within the context of data management. Data processing includes data parallel processing services such as MapReduce, Spark, and Flink, as well as interactive analytics using notebooks such as Jupyter.

Full-text search capability is offered by the included ELK stack component (Elasticsearch). Real-time analytics is enabled by the use of the included Kafka service. Deep learning is enabled by the use of the included Tensorflow service. TensorFlow is an open-source software library released in 2015 by Google to make it easier to design, build, and train deep learning models. Although TensorFlow is only one of several options available, we choose to use it here because of its good design, ease of use and large community of adopters.

Full-text Search

Elasticsearch, one of the ELK stack components, is used to provide full text search capabilities to explore projects and datasets within the AEGIS platform. The search space available to each of the users depends on the context from which the user searches. For example, within the context of the home page, the search space includes public datasets, projects, and private datasets. When inside the project, the scope of the search is reduced to the project’s datasets including the shared datasets from other projects. Thus, the search function as shown in Figure 1 includes all the projects, where a user is involved, as well as all the datasets included in the projects, shared or owned by the project, as well as public datasets.
Tensor Flow

TensorFlow is an ecosystem for developing deep learning models, containing all the tools from building to deployment. TensorFlow has 3 main components:

1. TensorFlow(API) - contains the API's to define the models and train the models with the data.
2. TensorBoard - helps to analyse, visualize, and debug TensorFlow graphs.
3. TensorFlow Serving - helps to deploy the pre-trained models.

2.7. Metadata Service

The Metadata Service (AEGIS Linked Data Store in D4.1) is responsible for storing the metadata associated with a particular dataset within the AEGIS platform. This metadata poses the foundation of the processing of the data within the AEGIS platform. It is based on the AEGIS ontology and vocabulary. For the third release, only minor bug fixes were applied.

Triplestore
The foundation of the Metadata Service is the Apache Fuseki Triplestore. It can be directly accessed here:

http://aegis-store.fokus.fraunhofer.de

It offers multiple standardised Linked Data interfaces, like SPARQL or the Graph Store HTTP Protocol. These interfaces can be utilised from other components of the AEGIS platform, especially the Query Builder. Figure 19 shows the SPARQL interface of Fuseki.
Fuseki only acts as a storage layer and is not supposed to be accessed directly by the users or any other component, with an exception to the SPARQL interface, which can be used for executing complex queries against the metadata of the AEGIS platform. Therefore, the AEGIS ontologies are publicly available: [http://aegis.fokus.fraunhofer.de/](http://aegis.fokus.fraunhofer.de/). Figure 20 shows an example for the metadata stored in the triplestore. In Figure 21 an extract of the AEGIS ontology documentation can be seen.
The Triplestore only offers (complex) Linked Data interfaces and no rich management functionalities. Therefore, an additional service is required, providing additional functionalities for the management of the metadata. This includes particularly the straightforward creation of metadatasets. A first prototype is available here:

http://aegis-metadata.fokus.fraunhofer.de

It interacts with the Fuseki triplestore and offers a simple JSON-based REST-API for creating, deleting and updating metadata. It maps the JSON input to the Linked Data structures defined by the AEGIS ontology. Figure 22 illustrates such a simple JSON object, which can be posted to the service. For the second release, a basic recommendation service was implemented. It suggests suitable and similar datasets based on an input dataset. Therefore, several characteristics of the dataset are matched against the stored metadata, e.g. keywords or the
semantic tabular information. For future releases this feature will be extended and improved. The metadata service is developed in Java, based on the Play Framework.

```
{
    "id": "car Москва trip1",
    "title": "Car Scenario Demo Trip 1",
    "description": "This dataset includes multiple data from one car trip",
    "keywords": [1
        "cars",
        "safety"
    ],
    "distributions": [1
        {
            "accessURL": "hdfs://Projects/VIF/DemoTrip1/CarAcceleration.csv",
            "description": "Acceleration data of the car",
            "format": "csv"
            "keyFactors": [1
                {
                    "columnNumber": 1,
                    "columnHeader": "Acceleration_id",
                    "factorType": "NominalKeys"
                }
            ],
            "valueFactors": [1
                {
                    "columnNumber": 2,
                    "columnHeader": "trip_id",
                    "factorType": "NominalKeys"
                }
            ],
            "columnNumber": 3,
            "columnHeader": "x_value",
            "factorType": "Measurements"
        }
    ]
}
```

**Figure 22: Simple JSON Representation of an AEGIS Dataset**

*Integration*

The Metadata Services requires tight integration into the AEGIS platform, since the metadata is present throughout the entire data value chain, from providing until visualizing data. For creating the metadata, the Metadata Service was integrated into the AEGIS frontend via the Data Annotator.

### 2.8. Query Builder

Query Builder provides the capability to interactively define and execute queries on data available in the AEGIS system. It is primarily addressed to the AEGIS users with limited technical background, but potentially useful for all, as it simplifies and accelerates the process of retrieving data and creating views on them. As explained also in Section 2.3, Query Builder also offers some simple data cleansing functionalities.

As already stated in D4.1 and D4.2, the name of the component may be misleading, since the word query can be interpreted as the part of the data value chain responsible for retrieving the appropriate data. However, when trying to build the dataset on which an analysis or a visualisation will be applied, the workflow to extract the meaningful parts of the data may include certain processing tasks that cannot be known a priori, in terms of filtering and
cleansing. Therefore, and in order to leverage the computational power of the AEGIS system, Query Builder includes various such functionalities, e.g. null value replacement, filtering based on value, statistics through aggregation functions etc.

In its previous version, as also explained in D4.2, the tool switched to the Jupyter Notebook. The tool, potentially in slightly different flavours (to allow for more customization of the data manipulation processes) will directly accessible inside every newly created project through the Jupyter Notebook. For the third release, the following updates have been performed:

- Support for AEGIS shared datasets
- New (~25) operations available
- User interface Improvements
- Support for various CSV separators

The user can initially select an interesting dataset and then browse its files in order to choose which one to load. The new version allows the selection of AEGIS shared datasets and the ability to choose csv separators. In the next version the embedded metadata browser inside the Query Builder will been removed in order to be integrated to the core platform.

Once the selected file is opened, it is loaded as a Spark Dataframe, called temp dataset (tempDF), and it is available for further data manipulation. At all times, the user can have up to two different datasets active in Query Builder: the temporary (temp) and the master. The temporary is the one currently being used and changed, whereas the master is used as a “storage point” for intermediate results while the user is processing data and as the final result once all data manipulation is over and the user is satisfied with the outcome.

**Figure 23: Query Builder Temp dataset preview**
A number of filters and data processing methods are available for the user to select and apply on the temporary dataset, through the “Controls” panel. Indicatively, the user can fill in null values, filter out entries based on values, rename columns, replace values, select/drop columns etc.

As shown in the image, the new version has 25 more operations organized in Basic operations, Aggregation operations, Joins, Time Conversions, Mathematic operations, Cleansing operations and others.

The user may also merge or append the temporary dataset with the master dataset. A list of selected data manipulation actions, either already applied or pending application, is always visible under the “Selected filters” panel. A preview of the data processing result is always available upon clicking the “Refresh temp” button.
When the result of a series of data processing tasks on the temporary dataset is satisfactory, it can be saved as the master dataset. The user may continue processing the same temporary dataset or open a new one or, when the query creation process is complete, can save the master dataset as a new csv file or export the query and continue to directly change the generated code. This code can be leveraged (a) by the advanced user as an easily acquired starting point to further elaborate on for more complex queries and (b) by the less technically skilled user as a means to understand the underlying code and facilitate learning. Finally, the result of the data manipulation, i.e. the master dataset, can be directly passed as input to more high-level AEGIS tools, like the Visualiser and the Algorithm Execution Container.

2.9. Visualiser

The Visualiser is the component enabling the advanced visualisation capabilities of the AEGIS platform. In accordance to the latest design and the specification of the component, as documented in deliverable D3.4, the purpose of the Visualiser remains two-fold: (1) to provide visualisations of the results generated by the Algorithm Execution Container and (2) to provide visualisations of the results generated by the queries composed and executed by the Query Builder.

For the realisation the advanced visualisation capabilities of the AEGIS, the Jupyter\(^8\) notebook development environment, incorporated in the AEGIS platform as part of the AEGIS integrated services, has been explored. Jupyter supports multiple programming languages and is integrated with data processing frameworks such as Spark, which is utilised in the AEGIS platform. The Visualiser is implemented as a predefined Jupyter notebook following the microservices architecture. As such, a series of microservices where developed and orchestrated through Jupyter in order to implement the functionalities of the Visualiser, which includes the dataset selection, the dataset preview generation, the visualisation type selection, the visualisation configuration, the visualisation generation and the interactive dashboard. The Visualiser can be accessed through Jupyter that is integrated in the AEGIS Front-End as a service.

In addition to Jupyter, two Python libraries were utilised, namely the Folium\(^9\) and the highcharts\(^10\) libraries. These libraries are two state-of-the-art open source charting libraries that facilitate the generation of a large variety of interactive charts and visualisations and are used within the Jupyter notebook.

To facilitate the advanced dataset or results visualisation process, an intuitive and easy-to-use user interface has been implemented guiding the user across all the execution workflow of the Visualiser component, as it was designed and documented in the deliverable D3.4. Visualiser offers a variety of visualisation formats which spans from simple static charts to interactive charts with multiple layers of information and several customisation options.

\(^8\) http://jupyter.org/

\(^9\) http://folium.readthedocs.io/en/latest/

\(^10\) https://www.highcharts.com/
In the current version the focus was on the improving the Maps visualisation type support. More specifically, the Visualiser is now offering support for Heatmaps on top of Maps (Figure 26) and enhanced map visualisation with support for markers with custom labels and colours (Figure 27). Moreover, support for FastMarkerCluster on Maps is now available. Moreover, a list of improvements have been introduced in the Visualiser with regard to visualisation parameters.

Figure 26: Visualiser Heatmaps on Maps

Figure 27: Visualiser Maps with markers with custom labels and colours

The current implementation of the Visualiser component supports the following visualisation types:

- Scatter plot
- Pie chart
- Bar chart
- Line chart
- Box plot
- Histogram
- Time series
- Heatmap
- Bubble chart
- Map (with support for HeatMaps on Maps, markers with custom labels and colours and FastMarkerCluster)

Other improvement included in the current version is the exception handling that was introduced in order to inform the user for any failure during the visualisation process with the prompt message. Finally, the Visualiser is now supporting the export of the generated visualisation in the form of HTML file that can be saved in the AEGIS Data Store as a new asset of the user’s project.

The execution workflow has not changed since deliverable D4.2, however the description of the steps, as described in D4.2, are included below for coherency reasons. The steps are as follows:

1. At first, when the Visualiser is loaded as an interactive notebook the user is presented with a list of options in order to define the dataset that will be utilised for the visualisation creation. The user is able to navigate through the list of available datasets within the project’s folders and select the desired dataset. Upon selecting the desired dataset, a preview of the dataset in tabular format is presented to the user (Figure 28).

```
<table>
<thead>
<tr>
<th>sepal_length</th>
<th>sepal_width</th>
<th>petal_length</th>
<th>petal_width</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1</td>
<td>3.5</td>
<td>1.4</td>
<td>0.2</td>
<td>Iris-setosa</td>
</tr>
<tr>
<td>4.9</td>
<td>3.0</td>
<td>1.4</td>
<td>0.2</td>
<td>Iris-setosa</td>
</tr>
<tr>
<td>4.7</td>
<td>3.2</td>
<td>1.3</td>
<td>0.2</td>
<td>Iris-setosa</td>
</tr>
<tr>
<td>4.6</td>
<td>3.1</td>
<td>1.5</td>
<td>0.2</td>
<td>Iris-setosa</td>
</tr>
<tr>
<td>5.0</td>
<td>3.6</td>
<td>1.4</td>
<td>0.2</td>
<td>Iris-setosa</td>
</tr>
<tr>
<td>5.4</td>
<td>3.0</td>
<td>1.7</td>
<td>0.2</td>
<td>Iris-setosa</td>
</tr>
<tr>
<td>4.6</td>
<td>3.4</td>
<td>1.4</td>
<td>0.2</td>
<td>Iris-setosa</td>
</tr>
<tr>
<td>5.0</td>
<td>3.4</td>
<td>1.5</td>
<td>0.2</td>
<td>Iris-setosa</td>
</tr>
<tr>
<td>4.4</td>
<td>3.0</td>
<td>1.4</td>
<td>0.2</td>
<td>Iris-setosa</td>
</tr>
<tr>
<td>4.9</td>
<td>3.1</td>
<td>1.5</td>
<td>0.2</td>
<td>Iris-setosa</td>
</tr>
<tr>
<td>5.4</td>
<td>3.7</td>
<td>1.5</td>
<td>0.2</td>
<td>Iris-setosa</td>
</tr>
<tr>
<td>4.8</td>
<td>3.4</td>
<td>1.6</td>
<td>0.2</td>
<td>Iris-setosa</td>
</tr>
<tr>
<td>4.8</td>
<td>3.0</td>
<td>1.4</td>
<td>0.2</td>
<td>Iris-setosa</td>
</tr>
<tr>
<td>4.3</td>
<td>3.0</td>
<td>1.2</td>
<td>0.2</td>
<td>Iris-setosa</td>
</tr>
<tr>
<td>5.0</td>
<td>4.0</td>
<td>1.2</td>
<td>0.2</td>
<td>Iris-setosa</td>
</tr>
</tbody>
</table>
```

**Figure 28: Visualiser - dataset selection**

2. In the next step, the user is presented with the list of available visualisation types (Figure 29). Once the desired visualisation type is selected, the user is presented with the list of available parameters for the specific visualisation type. The list of parameters includes a variety of options that spans from the variables that will be used in the visualisation...
and the titles that will be displayed in the visualisation axis to the selected visualisation’s type specific parameters such as the aggregation function or class variable. An example of the visualisation parameters selection is displayed in Figure 30.

![Select a visualization type](image)

**Figure 29: Visualiser - visualisation type selection**

![Visualiser - visualisation parameters](image)

**Figure 30: Visualiser - visualisation parameters**

3. Once the visualisation type has been selected and the corresponding parameters have been set, the user can trigger the visualisation creation. The following figures illustrate some examples of the visualisations offered by the Visualiser.
Figure 31: Visualiser – scatter plot

Figure 32: Visualiser - bubble chart
Following the release of the Zeppelin version of the AEGIS Algorithm Execution Container and the upgrade of the underlying HOPS platform, a decision was taken to shift implementation efforts to a Jupyter version of the Algorithm Execution Container, which is better supported in HOPS and that will allow integration and interoperation with the other analytics tools (Query Builder and Visualiser) that make already use of Jupyter notebooks.

The current Jupyter version of the container is based on Python and JavaScript. For this new version, the algorithms that have been implemented for the past version (Zeppelin version) and
that were originally written in Scala, were re-written into Python, specifically using the PySpark MLlib package.

Upon launch of the corresponding Jupyter Notebook, the Algorithm Execution Container (hereinafter container) is initialised through a dedicated button. The initialisation ensures that the Spark interpreter of the AEGIS platform is started and also creates the basic UI of the container, which is a simple four-tab window:

- An overview tab showing the current user selections and, when ready, the execution results
- An input file selection tab
- An algorithm selection and configuration tab
- An output folder selection tab

Apart from the overview tab, the other three correspond to the basic steps towards applying an algorithm through the container. The first step is to select the file that contains the data to be used by the algorithm, through the interface shown in the next figure.

![Figure 35: AEC Input File Tab](image)

Figure 35: AEC Input File Tab
Once a file is loaded, a small preview is available, as shown in Figure 36:

<table>
<thead>
<tr>
<th>Overview</th>
<th>Input File</th>
<th>Algorithm Selection &amp; Configuration</th>
<th>Output File</th>
</tr>
</thead>
<tbody>
<tr>
<td>Available Datasets</td>
<td>Samples</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Available Files</td>
<td>hdf://172.16.0.6:8080/Projects/5/Samples/FloodDamageData.csv</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSV Separator</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Water Level</th>
<th>Damage</th>
<th>Duration</th>
<th>Contact</th>
</tr>
</thead>
<tbody>
<tr>
<td>52.0</td>
<td>763551</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>37.2</td>
<td>696802</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>60.6</td>
<td>300406</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>35.2</td>
<td>530917</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>52.6</td>
<td>157117</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>56.6</td>
<td>320183</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>58.8</td>
<td>764451</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>65.1</td>
<td>235739</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>44.6</td>
<td>497692</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>54.8</td>
<td>520216</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

**Figure 36: AEC Data Preview**

The next step is to select the algorithm to be applied. The provided algorithms are grouped under five categories (algorithm families). Once an algorithm is selected, a form from which to configure its parameters is shown to the user. A basic form validation is done for the case that a selected value for a parameter is not within the specified boundaries (Figure 37).
The model that will be created when an algorithm is applied is saved in the user’s datasets, in a folder specified in the last container tab, as shown below:

![Algorithm Configuration Tab](image1)

**Figure 37: AEC Algorithm Configuration Tab**

Once this last step is concluded, by pressing the “Apply” button, the user is taken to the Overview Tab:

![Output File Tab](image2)

**Figure 38: AEC Output File tab**
There, by pressing Done, the algorithm is applied and when the execution is completed, some algorithm-dependent results are provided to the user in the same tab (Figure 40).

The final output of the analysis is stored back in the AEGIS Data Store, while the model that was used for the analysis, is also stored alongside with the analysis results.
As with the previous version, it needs to be mentioned, that in case an analyst is willing to run more complex and customised analyses, the module allows the direct edit of the underlying code.

According to the project development plan, the final version of the Algorithm Execution Container will include error checking and will allow for the creation of a unified analytics flow within the platform by interconnecting the container to the Query Builder and the Visualiser.

Finally, it needs to be mentioned that the Zeppelin version of the AEGIS Execution Container is publicly available in the AEGIS Github repository and can be used in earlier HOPS versions, while it can be loaded in any Zeppelin notebook (with small modifications regarding the input/output interfaces), to help individuals automate certain analysis aspects.
2.11. AEGIS Front-end

Following the look and feel of the AEGIS institutional web site\(^{11}\) an updated GUI/front-end for the AEGIS third integrated prototype has been developed, on top of Hopsworks, using as main technologies HTML and AngularJS\(^{12}\).

The updates consist in many UI graphical improvements and adjustments, partially due to the upgrade of Hopsworks versions. The home page has been redefined (see Figure 42: Home page) and now features one tab for the Assets and one tab for the Public datasets, which are now clickable. The Projects menu on the right side has been as well changed and simplified. In the project page (see Figure 44: Project Datasets), besides, the functionalities linked to a dataset have been enhanced and the user/dataset interaction logic has been modified as follows:

- the hamburger menu icon removed;
- left-click button on the gray part enter the datasets (browse files);
- left-click button on the blue bar show details on the column on the right;
- right-click anywhere opens the menu.

User guides have been included relating to the Visualizer, Query Builder and Algorithm Execution Container (see Figure 43: Query Builder User Guide). Also, a “Get started” page has been inserted as an introductory guide to the platform scope and functionalities in order to address the diverse needs of its users. At the same time, it has been provided a Getting started workflow, describing the “first visit” step by step and introducing the advanced options offered by the platform.

Finally, an EU footer has been placed on every page with a link to AEGIS project web page

\(^{11}\) https://www.aegis-bigdata.eu/

\(^{12}\) https://angularjs.org/
The first step of the Front-end is the user account registration, followed by a login/logout mechanism. Once the user is logged into the platform, he/she will be able to browse all the available assets (i.e. datasets, projects) and to browse the public datasets, or to select a project from a menu on the right side of the page.

Moreover, a new project can be created, with the option to specify the related members. After a project has been selected, a new page shows the related activity history and the main menu on the left side, now including the following items: Get Started, Assets, Project Datasets, Project Metadata, Query Builder, Analytics, Visualiser, Jupyter, Kafka, Jobs, Metadata Designer, Settings, Members. In addition, on the top-right corner of the page, a full search functionality is available.

Major technical details about the Front-end technologies have been provided in AEGIS- D3.4 – Architecture and Revised Components, Microservices and APIs Designs v3.00.
Figure 42: Home page

Figure 43: Query Builder User Guide
For the next release of the AEGIS integrated platform, it is foreseen a final restyling of the GUI. Some initial mockups have been produced and samples are depicted in the following figures.

Figure 44: Project Datasets

Figure 45: Splash page mockup
Figure 46: AEGIS Marketplace mockup
3. CONCLUSION

The document accompanies the third release of the AEGIS integrated prototype and provides information about the realization of the foreseen software prototype connected to a deployed version of platform. A full description of the platform functionalities developed is provided, as well as references to the software package of the core platform and its API, with corresponding supporting documentation on the deployment of each component and usage of the APIs.

Until the next foreseen deadline at M36, the prototype will be upgraded and refined by providing the final software package of the core platform and its API, with corresponding supporting documentation on the deployment of each component and usage of the APIs.